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2 Contribution details

- Final score: 66.667%
- General method description:
  Essentially, our method consists of three steps:
  
  1. Frame level facial action unit intensity estimation (see Sec. 3.1 for a more detailed description) following the method described in [21], i.e. we detect the face, localize facial landmarks, register the texture and landmarks with an average face, extract LBP, and apply Support Vector Regression Ensembles to predict AU intensities.
  
  2. AU intensity time series are condensed in a facial activity descriptor, as proposed in [24]. See Sec. 3.2 for more details.
3. We classify the videos with Rank-SVM [6]. For a pair of videos (same person and same emotion) the Rank-SVM decides which of the videos shows a more authentic/real emotion than the other. We use face recognition to identify the persons and select the pairs of videos. See Sec. 3.3.

- References: See end of document.
- Representative image / diagram of the method: See Figure 1.

Figure 1: Overview of the method.

3 Recognition of fake and true emotions

3.1 Frame level facial action unit intensity estimation

As the first step in our recognition pipeline we estimate the intensity of facial action units (AU) as described in [21]. For each frame of the video the method applies face detection, facial landmark localization, face registration, LBP feature extraction, and finally predicts AU intensities with Support Vector Regression (SVR) ensembles. We apply a model that was trained on the DISFA dataset [13] to predict 7 AUs: Inner Brow Raiser (AU 1), Outer Brow Raiser (AU 2), Brow Lowerer (AU 4), Cheek Raiser (AU 6), Nose Wrinkler (AU 9), Lip Corner Puller (AU 12), and Lips part (AU 25).

The Face detection and landmark localization that we employ differ from [21]. The faces are detected through a multiscale CNN resnet model that comes with dlib and is publicly available online [8]. For landmark localization we use the method by Kazemi and Sullivan [7] (an ensemble of regression trees) as implemented in dlib [10], but with an own model that we trained on multiple datasets (details in Sec. 4).

As in [21], we only use the inner 49 landmarks (excluding chin-line and additional mouth points) for the following steps. Landmarks and texture are registered with an average face through an affine transform by minimizing point
distances. Further, we extract uniform local binary pattern (LBP) histogram features in a regular $10 \times 10$ grid from the aligned texture. Finally, the LBP features and the registered landmarks are standardized and fed into the regression models to predict AU intensities. We use an ensemble of 10 linear SVRs for each AU (see [21] for details).

3.2 Facial activity descriptor

The method described in the previous section yields 7 AU intensity time series per video. We condense these time-series, which differ in length, in descriptors as proposed in [24]. Each time series is first smoothed with a Butterworth filter (first order, cutoff 1 Hz). Second, we calculate the first and second derivative of the smoothed signal. In contrast to [24], we also smooth the two derivative time series. Third, we extract 17 statistics from each of the 3 smoothed time series per AU, among other: mean, max, standard deviation, time of maximum value, and duration in which the time series values are above their mean. Compared to [21], which proposed 16 statistics, we added the difference between the time of maximum AU intensity and the time in which the mean AU intensity value was crossed the first time. Further, we squared some selected statistic values and added them as additional features. This allows to model some non-linear effects without losing the benefits of the linear SVM and without increasing feature dimensionality too much. Since we chose to learn a common model for all emotions, we decided to include the emotion category in feature space by adding a 6-dimensional one-hot coding of the emotion. In total we got a 440-dimensional feature space.

3.3 Learning to rank

We follow the idea of comparative learning [20, 19]: it is easier to decide based on comparison with a similar reference than to decide individually. In the context of this challenge we believe that it is easier to select the real and the fake emotion by comparing a set of two videos rather than classifying each video individually. For this purpose we introduce a virtual authenticity scale in which a real emotion has a greater value than a fake emotion. We compare videos of the same emotion and subject, since they are very similar and only differ regarding the aspect of interest (whether they are real or fake).

We train a variant of the SVM which predicts pairwise rankings and is called Rank SVM [6]. We use a common model for all emotions, since this performed better than using individual models for each emotion, probably due to the difference in training sample counts per model (480 for general model vs. 80 for an emotion-specific model). Further, a linear SVM performed better than SVM with RBF kernel, probably due to overfitting to the limited amount of training data. Instead of a single Rank SVM, we train an ensemble of $n = 75$ Rank SVMs, each with a randomly selected subset of the training sample pairs ($m = 50\%$ of samples). Ensemble model predictions are aggregated by counting the votes for a video to be more authentic. The decision of multiple pairs is fused.
by averaging the vote counts. This way, a ranking can be established for more than two videos (e.g. if subject or emotion label are erroneous). The ranking is transformed into real/fake labels by thresholding the authenticity scores with their median value. If there is only one sample, ranking cannot be applied. For this case, we also train a fallback standard SVM ensemble to predict real/fake labels from the feature vector directly, which is less accurate than the ranking model. See matlab source code for details [18].

Since subject labels are not available for validation and testing set, we apply face recognition to automatically partition the videos by subject and find the pairs of videos for ranking. The face recognition model comes with dlib [9] and performs deep metric learning with a CNN resnet architecture.

4 Global Method Description

- Total method complexity:

Table 1 shows the execution time it takes to train and test our method for each main processing step. We provide absolute values for the entire dataset (the training set consists of 480 videos with a total of 171,976 frames, the validation set consists of 60 videos with 21,768 frames in total, the test set and the validation set have very similar size).

Testing two videos of similar length (∼ 350 frames) would take about 54 seconds.

Face detection accounts for the largest portion of run time. According to our experience, the used face detection could be replaced by the very fast Viola-Jones method, since the dataset is high resolution and does not have challenging head poses, occlusions, or lighting conditions.

<table>
<thead>
<tr>
<th>Module</th>
<th>training set time</th>
<th>validation set time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face Detection</td>
<td>7,865 s</td>
<td>1,001 s</td>
</tr>
<tr>
<td>AU Intensity</td>
<td>4,174 s</td>
<td>538 s</td>
</tr>
<tr>
<td>Activity Descriptor</td>
<td>5 s</td>
<td>1 s</td>
</tr>
<tr>
<td>Face Recognition</td>
<td>676 s</td>
<td>86 s</td>
</tr>
<tr>
<td>Training</td>
<td>5 s</td>
<td>-</td>
</tr>
<tr>
<td>Validation</td>
<td>-</td>
<td>&lt; 1 s</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>12,725 s (3.5 h)</strong></td>
<td><strong>1,626 s (27 m)</strong></td>
</tr>
</tbody>
</table>

Table 1: Total training and testing time in seconds for each individual module.

- Which pre-trained or external methods have been used:

We use 4 pre-trained models from libraries and own related work.

1. The face detection model is a multiscale CNN resnet model that comes with dlib and is publicly available online [8].
2. The model to extract facial landmarks (68 points) was trained based on the method by Kazemi and Sullivan [7] (an ensemble of regression trees) using the implementation from dlib [10].

3. The Action Unit Intensity Estimation model from [21] calculates the intensities based on LBP and landmark features from aligned faces (affine transformation) and an ensemble of SVM regressors.

4. The Face Recognition model also comes with dlib [9] and performs deep metric learning with a CNN resnet architecture.

All models are publicly available and are part of the exdata.zip file

- Which additional data has been used in addition to the provided training and validation data:

The 4 pre-trained models (see above) were trained with the following datasets:

1. The face detection model from [8] was trained on the FDDB dataset [5].

2. The facial landmarks model was trained on multiple datasets (Multi-PIE [4], afw [25], helen [11], ibug, 300-W [16], 300-VW [3], and lfpw [2]). The point annotations for ibug, afw, helen, 300-W, and lfpw are provided by Sagonas et al. [17]. From the 300-VW dataset we selected the hardest 10 frames of each video based on the point to point error (normalized by interocular distance) of a previously trained model. From the Multi-PIE dataset we used all fully annotated samples from the camera pose 080 and 190. The resulting model performed significantly better for challenging head poses. Since this challenge dataset does mainly provide frontal head pose the original model from dlib [10] would probably provide very similar results.

3. The Action Unit Intensity Estimation model from [21] was trained on DISFA [13].


- Qualitative advantages of the proposed solution:

Our proposed solution is a straightforward solution that mainly builds upon well-established methods. Compared to modern practice it has a very low number of model parameters to optimize during training. We believe that this is one of the big advantages compared to e.g. deep learning, because the risk of overfitting is very high for such small and challenging datasets with complex models that contain many parameters.

1 http://wasd.urz.uni-magdeburg.de/saxen/share/exdata.zip
Also, our method has only a very low number of tuning parameters during training (only 3: SVM-C parameter, number of ensemble models, number of samples to select for ensemble model training) and is quite robust regarding the choice of the parameters.

Our approach allows to rank emotion displays regarding their authenticity. E.g. from a pool of videos the most authentic emotion display could be found, which could be used in various different applications. Our model could also be used for various other expression recognition tasks. E.g. to classify pain, basic emotions, etc.

- Results of the comparison to other approaches (if any):

  We tried a deep learning approach for action unit intensity estimation but discovered that the results of our previous method [21] based on an ensemble of SVRs outperformed our deep learning approach. We plan to improve the deep learning approach in future work. For this challenge we used the previous approach instead.

- Novelty degree of the solution and if is has been previously published:

  To the best of our knowledge, our approach is novel and has not been previously used in similar ways.

  However, some components of our approach have been used in other research domains. Facial activity descriptors are used in pain recognition [24, 22, 23]. Similar descriptors have been used to distinguish between posed and genuine pain [12, 1].

  Action units describe movement of facial muscles and are very useful to objectively describe facial expressions. We employ action unit intensity estimation to effectively reduce frame level feature dimensionality. Relevant facial expression information is kept while irrelevant information is discarded (such as identity, head pose, illumination, etc.). Since our method is based on action units it is also applicable for other facial expression related problems (such as emotion, pain, and attention recognition) aside from true vs fake emotion classification.

5 Other details

- Language and implementation details (including platform, memory, parallelization requirements):

  Please see README.md [18] for more details. Some parts of our code is written in c++. Necessary libraries are cuda 8.0, cudnn 5.1, dlib 19.4, and opencv 2.4.9. It requires about 800 MiB of CPU RAM and 3400 MiB GPU RAM. However, the GPU memory requirement can be easily changed by processing fewer frames simultaneously for the cost of increased processing time. Some parts are written in Matlab (R2015a).
• Detailed list of prerequisites for compilation
  Please read README.md for a detailed list of prerequisites.

• Human effort required for implementation, training and validation?
  Our work is mainly based on techniques that have been developed in related research projects by our group. Two researchers spent about 2-3 weeks to combine these methods within this challenge.

• Training/testing expended time?
  Table 1 provides detailed information about total training and testing time. Please see “total method complexity” in section 4 for more details.

• General comments and impressions of the challenge?
  We enjoyed participating in the fake vs true emotion challenge very much. It is an extraordinary challenging research field that complements our areas of interest. Props to the organization team to be able to host this challenge on the respected ICCV conference. The very fast response of the organization team to questions was very encouraging, e.g. after a problem with the test set occurred. Although we work in the area of facial expression recognition for quite some time we learned a lot about authenticity in facial expressions during this short period of time.

  We observed high variance in accuracy for very similar methods and think that more test and validation data would have been very useful to get a better estimate of the generalization performance. From our perspective the use of wide lenses for recording the dataset is not very useful. The face in each video was very small compared to the image size. Although it is up to debate if the limited facial details resulted in a drop of classification performance, the dataset itself could have needed much less memory or could have provided much more facial details with the same amount of memory. We lately discovered that the training set contains three samples that are bitwise identical although labeled with different emotions (8/H2NA.MP4, 8/H2N2C.MP4, 8/H2N2D.MP4).
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