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ChaLearn LAP IsoGD

C3D model 

• large-scale

• video-based

• 3D ConvNets

• spatiotemporal  feature 
learning

• Auto feature extraction

INTRODUCTION
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 Generating optical flow data from the RGB one

Optical flow data



Our Scheme

 Generating optical flow data from the RGB one
 Different strategies for video enhancement 

Retinex for illumination 
normalization for RGB data

Median filter for denoising
for depth data



Our Scheme

 Generating optical flow data from the RGB one
 Different strategies for video enhancement 
 A weighted frame number unification strategy to sample the most representative frames

Frame number unification with sampling
the most representative frames



Our Scheme

 Generating optical flow data from the RGB one
 Different strategies for video enhancement 
 A weighted frame number unification strategy to sample the most representative frames
 A ResC3D model for feature extraction

ResC3D model, a combination of C3D and ResNet
for better feature extraction



Our Scheme

 Generating optical flow data from the RGB one
 Different strategies for video enhancement 
 A weighted frame number unification strategy to sample the most representative frames
 A ResC3D model for feature extraction
 Using Canonical Correlation Analysis for feature fusion

A statistical fusion scheme



Our Scheme

 Generating optical flow data from the RGB one
 Different strategies for video enhancement 
 A weighted frame number unification strategy to sample the most representative frames
 A ResC3D model for feature extraction
 Using Canonical Correlation Analysis for feature fusion
 SVM classifier for the final score

SVM for final classification



A. Data enhancement

RGB data
Suffering from different illumination condition

depth data
The noise exists around the edges

Our Scheme



A. Data enhancment

• The results of enhancement with Retinex

Our Scheme



A. Data enhancment

• Denoising with median filter

Eliminate noise

Preserve edges

Our Scheme



B. Weighted frame unification

The importance to the recognition
The proportion in the entire video

KEY FRAME

Our Scheme



B. Weighted frame unification

• Key frame 

– Divide the video into n sections

– Calculate the average optical flow for each section

– The frame numbers of each section are calculated 
by the proportion of optical flow value of the 
section and the whole video

Our Scheme



C. Feature extraction

C3D ResNet

Our Scheme



C. Feature extraction
Our Scheme



D. Feature fusion

• Traditional methods

– Parallel (averaging)

Our Scheme



D. Feature fusion

• Traditional methods

– Parallel (averaging)

– Serial (concatenating)

Our Scheme



D. Feature fusion

• Canonical Correlation Analysis

– a way of inferring information from cross-

covariance matrices

– CCA tries to maximize the pair-wise correlations 
across features with different modalities.

Our Scheme



Introduction

Our Scheme

Experimental Results

Future Work



EXPERIMENTAL RESULTS

Iteration Times
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Thank you !


